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Abstract

When a replication fails, scientists have to decide whether to make a second attempt or move on.
Psychology researchers who attempt to replicate studies often face this decision, given the empirical
rate of replication success in psychology, which is lower than desired. Here, we report 17 re-replications
of experiments for which an original replication had failed. In 5/17 of these “rescue” projects (29%),
the “rescue” study mostly or fully replicated the original results, albeit with a smaller effect size;
in the other 12, the second replication was also judged to have failed. We speculate that successful
rescue projects were due to larger sample sizes or methodological changes such as attention checks. In
the absence of obvious weaknesses in a failed replication study’s sample or procedure, however, it may
be most efficient to stop pursuing an effect after a single failed replication.

1 Introduction
Imagine you are a graduate student, and you run a replication of a study that you are interested in
building upon in your research. The replication fails. Perhaps the interaction you hoped for is directionally
correct, but the point estimate is small and the confidence interval definitely overlaps 0, with a 𝑝-value of
.3. Or perhaps the interaction is numerically in the wrong direction and the main effects look different.
Whatever the details of the replication failure, you are left with a question: Should you try again and run
a re-replication, or should you give up and pick a different study to build upon?

In psychology, large scale replication projects have found that around half of studies successfully replicate.
Across 100 studies with positive results, the reproducibility project in psychology (RP:P) replicated 36%-
47% depending on the metric for replication success (Open Science Consortium, 2015). With large multi-
site samples, Many Labs 1 replicated 11/13 effects (84.6%), Many Labs 2 replicated 14/28 effects (50%), and
Many Labs 3 replicated 3/10 effects (30%) (Ebersole et al., 2016; Klein et al., 2014; Klein et al., 2018).
Camerer et al. (2018) examined 21 behavioral social science studies and successfully replicated 12-14
of them (57%-67%) depending on the metric used. Boyce et al. (2023) reported an average subjective
replication score of 49% for 176 replications primary in psychology.

Psychology is not the only discipline where many studies do not replicate. Large scale replication projects
in other disciplines have found 39/97 of studies with positive effects (40%) replicating in cancer biology
(Errington et al., 2021), 11/18 studies (61%) replicating in economics (Camerer et al., 2016), and 31/40
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studies (78%) replicating in experimental philosophy (Cova et al., 2021). Across these disciplines, and
especially in psychology, large-scale replications indicate a substantial chance of scientists encountering
failed replications if they try to replicate published findings.

Replications can fail for many reasons, having to do with the original study or the replication. Starting with
the original study, one potential reason for replication failure is that the original result is fragile in some
way. It could be a statistically unlikely result that was achieved through chance or 𝑝-hacking, or it could be
sensitive to the exact conditions and time it was run under (“hidden moderators”). Another possibility is
that the original reported effect size might be inflated due to some combination of heterogeneity, 𝑝-hacking,
low power, and publication bias. A consequence of inflated effect sizes is that replication studies might
select a sample size with appropriate statistical power for the reported effect size and then have too small
a sample to reliably detect the (true) smaller effect. Replication studies might also end up underpowered
due to unexpected attrition or noise in the replication sample.

Some other reasons for replication failure are primarily due to the replication study. A replication could
observe different results from the original due to methodological differences. These differences in design
could be intentional adaptations, unavoidable changes from lack of access to the original instructions or
materials, or changes that were not expected to be critical. A difference in the details of recruitment
(e.g., online versus in-person) might mean that particular details of a study implementation would no
longer be appropriate, or the data quality controls and attention checks might be inadequate. If there
are differences in time, place, or subject population between the two studies, corresponding changes to
the materials, instructions, or procedure could be needed to provide an adaptation of the experimental
paradigm to the new context. Such adaptation creates yet more challenges in interpretation: too many
changes could cause differing results, but so could not enough changes. In sum, when replications fail, we
generally do not know why they failed, although we may speculate.

For the goals of large-scale replication projects, it does not matter why any particular study failed to
replicate, because the aim is to estimate the proportion of replication effects in a literature. In contrast,
however, when individual scientists attempt to replicate an effect with the goal of building on it, they
do care about why an individual replication failed. In an uncertain literature, scientists might not want
to commit resources to studying extensions of an effect without first checking that they can measure
that effect themselves. For those individual scientists, it is much more important whether the replication
failure is due to a fixable issue with the replication or an intrinsic feature of the original result.

Re-replication can serve as a way to test explanations for replication failure. While it is possible to
speculate after the fact about potential causes of a single replication failure, in most circumstances these
causes are hard to discern (absent clear evidence of errors). In contrast, a second replication provides a
chance to test explanations by making modifications – as well as giving another chance for researchers to
measure an effect of interest. But what are the chances that a re-replication succeeds?

Relatively few studies have estimated re-replication success. One estimate comes from Ebersole et al. (2020).
After the original RP:P study reported of a replication rate around 40% (Open Science Consortium, 2015),
Gilbert et al. (2016) raised concerns that methodological differences might explain the low replication
rate. In 11 of the RP:P studies, the original authors had raised concerns about protocol fidelity prior to
data collection. Of these 11 with concerns, 10 failed to obtain significant results in the RP:P replication.
Thus, Ebersole et al. (2020) re-replicated 10 of these 11 in larger samples, using both the RP:P protocol
and a new protocol revised under advice of the original authors or other experts. This study thus tested
whether larger sample sizes and/or “better” methodologies would “rescue” the failed RP:P replications.
The result was that 2 of the 10 revised protocols found a significant result (but not the 1/11 that originally
was successful). Even when a significant effect was recovered, the effect size was much diminished
(Ebersole et al., 2020). The re-replication success rate was thus 2/9 (22%) for studies with non-significant
first replications, under favorable, high-resource circumstances.

While Ebersole et al. (2020) looked at re-replication success rate in a high resource setting with access
to large, multi-site samples and expert input, most early career scientists do not have those kinds of
resources to devote to re-replication attempts. On the other hand, early career researchers may also be
prone to a different distribution of causes of initial replication failure. Thus, it is an open question what
the re-replication rate is for failed replications by early career researchers. Further, estimating this rate
could inform researchers’ decisions on what to do next after failed replications.

Here, we investigate re-replication in the context of graduate student replication class projects. Students
in a graduate-level class on experimental methods in psychology were given the option to “rescue” an
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experiment that a student in a prior year had previously failed to replicate as their class project (first
replications reported in Boyce et al., 2023). The focus of the class was best practices in experimental
design; thus, students looked at both the original paper and the failed replication to examine potential
issues in the replication that they could fix in their rescue project. In the present paper, we report the
results of 17 re-replication rescue projects. We find that a minority of projects (5/17, 29%) successfully
recovered the original effect.

2 Methods
PSYCH 251 is a graduate-level experimental methods class taught by MCF. In previous years, students
have conducted replication projects (Boyce et al., 2023; Hawkins et al., 2018). In Fall 2023, students
were offered the option to complete a “rescue” project where they re-replicated one of the unsuccessful
replications from a previous year. Students could also opt to do a normal replication instead. If they opted
for a rescue, they were given the option to participate in a collaborative meta-science project and earn
authorship on the current paper based on 1) completing a rescue project, 2) reviewing another student’s
rescue project for reproducibility, and 3) reviewing and approving the final manuscript. We report on the
result of 17 rescue projects that opted to be part of the paper and completed data collection.

A spreadsheet of projects, individual project write-ups (both first replications and rescues), individual
project data and analyses for rescue projects, and the analytic code for this paper are all available at
https://osf.io/cyk5w/.

Our analysis plan was pre-registered after students had selected projects, but before final data collection
on the projects. Each project was also individually pre-registered by the student conducting it. The
overall analysis is pre-registered at https://osf.io/5qz7v, individual pre-registrations are linked from
https://osf.io/vkbfw. We note one deviation from our pre-registration here: we pre-registered visual
comparisons between original, first replication, and rescue projects using prediction intervals. Prediction
intervals depend on both the original effect size and variance and the variance of the comparison (replication
or rescue) study (Patil et al., 2016). Thus we cannot show a single prediction interval for the original
study, but would have to show a prediction interval between each pair of studies. We thought this analysis
would not offer additional clarity and hence we did not perform it.

2.1 Sample
The experiments that were re-replicated were chosen from studies that failed to replicate in Boyce et al.
(2023). We created an initial list of 49 rescue-eligible studies that 1) had received a subjective replication
success score of 0, .25, or .5 (on a 0–1 scale) in Boyce et al. (2023), 2) had a Github repository available
(Github repositories were used in class starting in academic year 2015-2016), and 3) where the original
experiment had 200 or fewer participants (to ensure we could afford to match or increase the sample size
based on the class budget). We then contacted the replication project authors for permission to share
their report and repository with a new student and include it as a supplement on a resulting paper. This
left 27 options for the students to choose from. 20 students chose to do rescue projects, and 3 students
did not finish their project or did not indicate interest in being part of this paper, leaving a final sample
of 17 rescue projects.

2.2 Procedure
Students conducted their rescue projects over the course of the 10-week class. Once they had chosen a
project we gave them access to the original replicators’ write-up and repository, which often included the
data, experiment code, and analytic code. In many cases, students were also given the contact information
of the original replicator (a few original replicators opted not to be contacted by students).

Students were required to think of reasons the first replication might not have worked, and address them
if they could. A list of possible reasons and solutions was given to students (https://osf.io/dfwk2). In
general, we encouraged students to add manipulation checks as appropriate, and to adapt their materials
to online studies, which may benefit from attention checks and/or shorter duration. For instance, the
rescue of Paxton et al. (2012) switched from using the cognitive reflection task (CRT) which many online
participants are over-familiar with to using the newer CRT-2 which is less overused but attempts to
measure the same construct (Thomson & Oppenheimer, 2016). The rescue of Jara-Ettinger et al. (2022)
discovered that the replication had accidentally used an illustrated version of the stimuli rather than the
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photographic stimuli used in the original and used the photographic stimuli instead. Tarampi et al. (2016)
had participants do a timed navigation task where they wrote L or R to indicate which way to turn at
each intersection on a paper map. The replication ported this experiment online and had participants
click a drop down menu to select left or right for each turn. The rescue removed the unwieldy drop down
menus and opted to have participants press keys on the keyboard to indicate the direction of a turn,
which seemed like a more natural interface. Once experimental designs and analytic plans were approved
by class TAs (VB and BP), students pre-registered and ran their samples.

With one exception, samples were collected on Prolific (the rescue of Yeshurun & Levy, 2003 ran in-person
on the Stanford student subject pool). We tried to power studies adequately (with a target of 2.5x original
following Simonsohn, 2015), but due to cost constraints, not all studies were powered at this level. The
rescues had on average 1.48 times the original sample post-exclusion (median: 1.07, IQR: 0.94 - 2.4,
minimum: 0.48, maximum: 2.96, see Table 3 for all sample sizes). Across the 16 Prolific studies, we spent
$5471, for an average of $342 per project.

2.3 Coding of results
We followed Boyce et al. (2023) in the properties of the studies we measured and how we quantified
replication success. Each project was rated on the basis of subjective replication success (on a 0–1 scale)
by both MCF and one of VB and BP. We thought about replication in terms of general match in key
study results (direction, magnitude, and significance), rather than focusing on any singular numeric result
or significance cut-off. Interrater reliability was 0.9; disagreements were minor (at no point greater than
.25) and were resolved through discussion.

As a complement to the subjective rating of overall success, we statistically compared one key measure of
interest for each study, following Boyce et al. (2023). In order to statistically compare the key measures,
we needed effect sizes reported in the same way for each original study, first replication, and rescue. When
effects were not reported in consistent ways across original and replications, we recalculated effects from
raw data when necessary to obtain comparable values.

We measured statistical consistency using 𝑝-original, the 𝑝-value on the null hypothesis that one study’s
population effect comes from the same distribution of population effects as another study or studies
(Mathur & VanderWeele, 2020) If we assume no heterogeneity between studies, then this is the same as
asking how consistent one study’s estimate of the population-level effect is with another study’s estimate of
the population-level effect. However, meta-analyses of closely related studies, such as those from different
sites of multi-site replications, indicate that there is often heterogeneity between studies. 𝑝-original
allows for such heterogeneity, as governed by a parameter 𝜏. We cannot accurately estimate the level of
heterogeneity for an effect meta-analytically as we have only a small number of replications per study.
Instead, we imputed a heterogeneity value of 𝜏 = .21 SMD, which is the average level of heterogeneity
found by Olsson-Collentine et al. (2020) in prior multi-site replications in psychology.

We recorded the same set of potential correlates that were used in Boyce et al. (2023) for original,
first replication, and rescue (these were already rated for original and first replication). These potential
correlates included the subfield of the study (cognitive, social, or other psychology), its publication year,
experimental design features including whether it was a within- or between-subject design, whether each
condition was instantiated with one vignette or multiple, how many items each participant saw, and
whether there were open materials and open data.

For the original study and each replication, we recorded the number of participants post-exclusions. For
studies where some extra conditions were dropped in some replications, we counted only the participants
in the key conditions all replications had for comparability. For instance, if an original study compared
between two critical conditions but also had a baseline control, we did not count the participants in the
baseline condition if a replication did not include this condition. We also recorded whether each study
was conducted online using a crowd-sourced platform or not.

3 Results
3.1 Overall replication rate
Our primary question of interest was how many of the 17 rescue projects succeeded at replicating the
results in the original study. Across the 17 rescue projects, 5 mostly or fully replicated the original results
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according to the subjective replication ratings. 12 got a rating of 0, 2 got a rating of .75, and 3 got a
rating of 1. Thus, a first pass answer to the question “how often can a failed replication be salvaged?” is
29% (bootstrapped 95% CI: 12% - 53%) of the time.

In the original replication sample from Boyce et al. (2023), 76 out of 176 replications (43%) mostly or
fully replicated (i.e. received a subjective replication score of .75 or 1). Note that Boyce et al. (2023)
report the average replication score as a percent success (49%), but given that we considered studies with
a subjective score of .5 as eligible to be rescued, we recomputed the success rate where scores of 0, .25, and
.5 are considered failures and .75 and 1 successes. If the re-replication rate in our sample is representative
of the re-replication rate for the initially non-replicating studies, then the combined chance of mostly or
fully replicating in a first replication or one follow-up replication is 60%.

3.2 Effect size comparison

Yeshurun & Levy 2003

Ngo et al. 2019

Krauss & Wang 2003

Jara−Ettinger et al. 2022

0 4 8
Standardized mean difference

Child et al. 2018
Schechtman et al. 2010

Gong et al. 2019
Hopkins et al. 2016

Chou et al. 2016
Paxton et al. 2012

Todd et al. 2016
Birch & Bloom 2007

Craig & Richeson 2014
Porter et al. 2016

Haimovitz & Dweck 2016
Tarampi et al. 2016

Payne et al. 2008

−0.5 0.0 0.5 1.0
Standardized mean difference

Original study First replication Rescue Additional replication

Figure 1: Standardized effect sizes of original studies, first replications, rescues, and additional replications
if available. Due to the large effect size of a couple studies, large effect studies are shown in a separate
panel. In a few cases, the first replication’s key effect was non-zero in the same direction as the original;
however, in these cases the larger pattern of results was not fully consistent between original and first
replication.

As a complement to subjective replication ratings, we also statistically compared the effect sizes of the
rescue, first replication, and original study on one preregistered key measure per study (again following
Boyce et al., 2023). Though we did not conduct a systematic review of the literature to identify all
possible replications, we also consider the effect sizes obtained in additional replications when we were
aware of them (either from other class projects, or external replications in the literature).

We standardized all effect sizes into standardized mean difference (SMD) units. One potential issue with
comparisons using SMD is that noisier measures will have smaller standardized effect sizes even if the
effect on the original scale is the same. In general, the replication and rescue effect sizes were smaller than
the original effect sizes, and in a few cases the effects were in the opposite direction (Figure 1).

Scientists’ intuitions about whether a replication is successful and whether an effect provides support
for a hypothesis (including heuristic cutoffs like p<.05) do not always align with measures of statistical
consistency (Patil et al., 2016). For instance, two studies may both find that condition 1 results in a
significantly higher outcome measure than condition 2, but the effect magnitudes may be sufficiently
different that they are statistically unlikely to have come from the same population. On the other hand,
one study may find a statistically significant, but imprecisely estimated effect in a small sample, and a
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Table 1: 𝑃-original values between different sets of experiments. The primary analysis is between the
original result and the meta-analytic aggregation of all replications. All 𝑝-original values assume an
imputed heterogeneity value of 𝜏=.21.

p-original comparing between
Original and Rescue and

Paper All reps Rescue Non-rescue Other reps
Birch & Bloom 2007 0.192 0.194 0.191 0.989
Child et al. 2018 0.669 0.641 0.858 0.778
Chou et al. 2016 0.055 0.101 0.005 0.231
Craig & Richeson 2014 0.145 0.001 0.302 0.020
Gong et al. 2019 0.262 0.057 0.511 0.228
Haimovitz & Dweck 2016 0.069 0.018 0.180 0.864
Hopkins et al. 2016 0.290 0.654 0.004 0.015
Jara-Ettinger et al. 2022 0.014 0.000 0.006 0.000
Krauss & Wang 2003 0.271 0.519 0.139 0.311
Ngo et al. 2019 0.106 0.000 0.385 0.257
Paxton et al. 2012 0.011 0.005 0.023 0.649
Payne et al. 2008 0.023 0.031 0.079 0.895
Porter et al. 2016 0.370 0.905 0.002 0.003
Schechtman et al. 2010 0.712 0.654 0.770 0.877
Tarampi et al. 2016 0.000 0.000 0.000 0.145
Todd et al. 2016 0.062 0.124 0.058 0.778
Yeshurun & Levy 2003 0.614 0.017 0.943 0.474

second study may find a near-zero (null) effect, but the effect estimates from the two studies may be
statistically compatible, despite one supporting a hypothesized difference and the other not.

As our primary comparison, we compare the effect size of the original study to the meta-analytic effect of
the totality of the replications (first replication, rescue, and additional if found). The value of 𝑝-original
represents how likely an effect size equal to or more extreme than the original effect size is to occur
if it comes from a distribution of population effect sizes defined by the mean and standard error of
the replications (combined meta-analytically) with a between-population standard deviation of 𝜏 = .21
(imputed from Olsson-Collentine et al., 2020). That is, 𝑝-original is a measure of the statistical consistency
of the original result with the totality of the replications, assuming a given level of heterogeneity of effects
between studies. Smaller 𝑝-original values indicate more inconsistency.

The median value of 𝑝-original between an original study and its replications was 0.15 [IQR: 0.05 - 0.29].
24% of the 𝑝-original values were less than .05, indicating by conventional thresholds a rejection of the
null hypothesis that the original comes from the same distribution of population effects as the replications.
Individual 𝑝-original values for each study are shown in Table 1.

As secondary measures, we calculated the 𝑝-original values between a) the original and the rescue, b) the
original and non-rescue replications, and c) the rescue and other replications. For a) the original versus
the rescue, the median value of 𝑝-original was 0.06 [IQR: 0.01 - 0.52], and 47% of the 𝑝-original values
were less than .05. For b) the original versus all the non-rescue replications, the median value of 𝑝-original
was 0.14 [IQR: 0.01 - 0.38], and 35% of the 𝑝-original values were less than .05. For c) the rescue versus
the other replications, the median value of 𝑝-original was 0.31 [IQR: 0.14 - 0.78], and 24% of the 𝑝-original
values were less than .05.

Overall, allowing for a heterogeneity level of 𝜏=.21 SMD, a number of original effects are not statistically
consistent with rescue and replication effects. The pattern of inconsistency does not align with which
studies were rated as having replicated. In all cases, the point estimate of the re-replication is smaller
than, or in the opposite direction of, the original effect on the key measure of interest.
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Table 2: Correlations between an individual predictor and the subjective replication score of the rescue
project. The first set of predictors were pre-registered based on the correlates used in Boyce et al. (2023).
The last three predictors were added post-hoc.

Predictors r p
Social 0.133 0.612

Other psych -0.295 0.250
Within subjects 0.210 0.418
Single vignette -0.030 0.910

Switch to online 0.175 0.501
Open data 0.231 0.373

Open materials 0.471 0.057
Stanford -0.233 0.369

Log trials 0.005 0.985
Log original sample size 0.027 0.919

Log rescue/original sample size 0.024 0.927
Log replication sample size -0.258 0.317

Log replication/original sample size -0.487 0.048
Log rescue/replication sample size 0.490 0.046

3.3 Correlates of rescue success
Are there signals in the features of original or replication studies that predict whether a re-replication
will succeed? To address this question, we report correlations between the set of predictor variables
used in Boyce et al. (2023) and the subjective replication scores of the rescues. We also added some
(non-preregistered) predictors related to the sample size of the first replication, after seeing the successful
re-replications of Ngo et al. (2019) and Krauss & Wang (2003), both of which had small replication
samples and larger rescue samples.

All of the correlations are presented in Table 2. The number of rescues is small, and many of these
predictors are correlated, so we caution against over interpretation.

The strongest correlates of rescue success were open materials, a small sample size on the first replication,
a small sample size on the first replication relative to the original sample size, and a large rescue sample
size relative to the first replication. None of the pre-registered correlates meet the conventional significance
threshold; the two correlates based on ratios that reflect a relatively smaller replication sample size are
marginally significant.

Small replication samples relative to original and rescue could be due to both a) powering a replication
according to a reported large effect size or b) difficulties with recruitment or high exclusion rates leading
to a smaller than intended sample. Since relative sizes of the studies may play a role in replication success
and how probative replications are, we show the sample sizes in Table 3.

An additional factor that influences the interpretation of a replication is how close the replication’s
methods were to the original. In the rescue projects, we aimed to have methods be as close as was feasible
or appropriate. However, rescue projects varied in how close the re-replications actually were, often due
to limitations in the availability of original stimuli and original instructions, in addition to the use of
primarily online subject pools. Table 3 shows the closeness of each first replication and rescue according
to the classification scheme from LeBel et al. (2018).

Overall, we do not have a clear picture of why certain studies replicated in the rescue sample and others
did not, other than a few cases where fixing sample size issues may have helped.

3.4 Case studies
Given the mix of successful and unsuccessful rescue projects, we discuss a few projects where we have
speculations about why they turned out the way they did.

The rescue of Krauss & Wang (2003) was successful despite an unsuccessful replication. This study
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Table 3: Comparison of sample size for original, replication, and rescue samples and measures of closeness
for replication and rescue samples.

Paper Score N closeness
Original Replication Rescue Replication Rescue

Krauss & Wang 2003 1.00 101 19 75 close very close
Ngo et al. 2019 1.00 31 12 77 very close very close
Todd et al. 2016 1.00 63 26 55 very close very close
Jara-Ettinger et al. 2022 0.75 144 147 426 exact exact
Porter et al. 2016 0.75 145 168 136 close close
Birch & Bloom 2007 0.00 103 73 247 very close very close
Child et al. 2018 0.00 35 40 98 very close very close
Chou et al. 2016 0.00 100 158 252 very close very close
Craig & Richeson 2014 0.00 121 76 127 exact exact
Gong et al. 2019 0.00 155 90 137 far far
Haimovitz & Dweck 2016 0.00 132 97 141 exact exact
Hopkins et al. 2016 0.00 147 93 161 very close very close
Paxton et al. 2012 0.00 92 82 160 close close
Payne et al. 2008 0.00 48 23 23 far very close
Schechtman et al. 2010 0.00 22 20 21 close close
Tarampi et al. 2016 0.00 139 212 166 close very close
Yeshurun & Levy 2003 0.00 18 10 18 close very close

looked at the influence of guided thinking on whether or not people gave correct justifications (drawn or
written) for their answer on the Monty Hall problem. The original paper reported correct justification
from 2/67 (3%) in the control condition and 13/34 (38%) in the guided thinking condition. The first
replication struggled to recruit participants who were naive to the problem (an exclusion criterion), and
many participants gave very short text responses in the provided text box (only textual responses were
allowed). The replication found 0/8 correct justifications in the control and 0/11 in the guided thinking
condition. While we cannot know for sure what caused the non-replication, there were clear problems
observable from the small final sample and low-quality responses. The rescue targeted these issues by
adding a pre-screening that ensured participants were not familiar with the Monty Hall problem, changed
the content items for the problem and changed its name (to reduce googling for answers), and had
participants upload drawings for their justifications. Collectively, we believe these changes brought the
rescue closer to the intent of the original. The rescue had 1/40 (2%) correct justifications in the control
condition and 6/35 (17%) in the guided thinking condition. This effect was significant, though smaller
than the effect in the original.

Ngo et al. (2019) was a second successful rescue. The original study found a large effect; hence the first
replication, powering for 80% power on the reported effect, recruited a small sample of 12 people. This small
study failed to find the original effect. The rescue, powered using 2.5x the original sample (as recommended
by Simonsohn, 2015), recovered a clear effect (albeit a much smaller one). There are reasons to think that
some effect sizes in the literature may be inflated (Camerer et al., 2018; Open Science Consortium, 2015),
and it is also possible that changes to experiments or switches to online could result in noisier samples and
thus smaller effect sizes. Therefore, replications with smaller samples than the original (even if powered
to the original effect size), may not be very diagnostic, and could potentially benefit from a re-replication.

Not all rescues of small replications succeeded, however. Payne et al. (2008) was a study of the effects
of sleep on memory consolidation. They showed participants a number of images and then hours later
(after either sleep or no sleep) measured their recall for parts of the images. The first replication struggled
to recruit participants to complete a followup session after sleep and only reported a sample size of 23
(the original had 48). The rescue attempted to recruit a larger sample (target 88), but also experienced
difficulties getting participants to complete the second part of the experiment 12 hours after the first,
managing also only to recruit 23 people. The lesson here may be that sleep research is difficult to
conduct online. However, an online replication by Denis et al. (2022) reports qualitatively similar (but
quantitatively smaller) results to Payne et al. (2008) on related but not identical measures.
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Child et al. (2018) studied reading times for passages of text with different emotional valences written
from either a third-person or second-person perspective. They found a significant interaction between
perspective and valence: participants read positively-valenced passages faster than negatively-valenced
passages, but only when they were written from a second-person perspective. The first replication used
a similar sample size to the original study (40) and found an effect that trended in the same direction,
but was substantially smaller. The rescuer identified several possible reasons for this failure, foremost
among them that the replication was conducted online while the original was conducted in person. It
is reasonable to expect online studies of reading time to be noisier than in-person studies because the
environments participants completed the study in varied much more online. The rescue attempt was
still online, but used a much larger sample size to account for noisier data. Still, the rescue found a
non-significant effect that trended in the opposite direction from the original and first replication. Even
though the first replication trended in the same direction and there was an identifiable reason for the
smaller effect size, increasing sample size did not rescue the effect.

4 Discussion
Faced with a failed replication, should investigators devote more time to continued replications? There are
limited data that inform this decision. To address this gap, we presented the results of 17 new replications
that attempted to “rescue” previous failed replications by identifying and ameliorating possible causes of
non-replication. 5 of these rescue projects (29%) mostly or fully replicated the original results.

In some cases, increasing sample size and fixing internal validity issues in the replication seems to have led
to a successful rescue (although we cannot establish causality even in these cases). However, there were
other cases where the first replications had issues with a small sample or deviations in the implementation,
and the rescue addressed these issues but still failed to replicate the original results. We cannot predict
what replication failures are likely to resolve given another, more thoughtful try, beyond the suggestion to
review studies for best practices in experimental design and sampling (e.g., Frank et al., 2024).

The rescues all showed smaller effect sizes than their original studies, regardless of whether the pattern of
effects replicated. A large minority of replications had effect sizes that were statistically inconsistent with
the original effect, even accounting for expected levels of heterogeneity between studies. These diminished
and inconsistent effects suggest that even if a re-replication “works”, it may be difficult to build upon as
follow-up studies will need large samples to detect small effects.

The reported rescue projects are a small sample of replications, leading to highly uncertain estimates.
They are also chosen non-randomly, as they have been selected for twice based on student interest – once
for the original replication and again for the rescue. However, this selection bias is likely to correlate with
how graduate students and other early career researchers choose what topics to work on and what studies
to build on. Nevertheless, our estimate is still broadly consistent with that of ManyLabs 5 (29% vs. 22%,
Ebersole et al., 2020).

In cases where re-replications failed, we do not believe any conclusions are licensed about the status of the
original results. Students conducting rescue projects put substantial effort into trying to set up rescues
that had a good chance of success, but projects were constrained by budget limitations, a short timeline,
and the constraint that most data collection needed to occur online. These limitations are representative
of the sort of resource limitations often faced by early-career researchers. That said, it is possible that
different results might be obtained in better-resourced settings, by scientists with more expertise and
more time.

We opened with a question about what an early-career psychology researcher should do given a failed
replication: should they try again or give up and move on? In our sample, the odds of a re-replication
working are low (consistent with Ebersole et al., 2020). Especially if there is not a clear, identifiable
candidate cause for replication failure, it may be more efficient to select another result to build on.
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