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When a replication fails, scientists have to decide whether to make a second attempt or 
move on. Psychology researchers who attempt to replicate studies often face this 
decision, given the empirical rate of replication success in psychology, which is lower 
than desired. Here, we report 17 re-replications of experiments for which an original 
replication had failed. In 5/17 of these “rescue” projects (29%), the “rescue” study mostly 
or fully replicated the original results, albeit with a smaller effect size; in the other 12, 
the second replication was also judged to have failed. We speculate that successful rescue 
projects were due to larger sample sizes or methodological changes such as attention 
checks. In the absence of obvious weaknesses in a failed replication study’s sample or 
procedure, however, it may be most efficient to stop pursuing an effect after a single 
failed replication. 

Introduction  

Imagine you are a graduate student and you run a repli-
cation of a study that you are interested in building upon 
in your research. The replication fails. Perhaps the interac-
tion you hoped for is directionally correct, but the point es-
timate is small and the confidence interval definitely con-
tains 0, with a -value of .3. Or perhaps the interaction 
is numerically in the wrong direction and the main effects 
look different. Whatever the details of the replication fail-
ure, you are left with a question: Should you try again and 
run a re-replication, or should you give up and pick a dif-
ferent study to build upon? 
In psychology, large-scale replication projects have 

found that around half of studies successfully replicate. 
Across 100 studies with positive results, the reproducibility 
project in psychology (RP:P) replicated 36%-47% depend-
ing on the metric for replication success (Open Science 
Collaboration, 2015). With large multi-site samples, Many 
Labs 1 replicated 11/13 effects (84.6%), Many Labs 2 repli-
cated 14/28 effects (50%), and Many Labs 3 replicated 3/
10 effects (30%) (Ebersole et al., 2016; Klein et al., 2014, 
2018). Camerer et al. (2018) examined 21 behavioral social 
science studies and successfully replicated 12-14 of them 

(57%-67%) depending on the metric used. Boyce et al. 
(2023) reported an average subjective replication score of 
49% for 176 replications primary in psychology. 
Psychology is not the only discipline where many studies 

do not replicate. Large-scale replication projects in other 
disciplines have found 39/97 of studies with positive effects 
(40%) replicating in cancer biology (Errington et al., 2021), 
11/18 studies (61%) replicating in economics (Camerer et 
al., 2016), and 31/40 studies (78%) replicating in experi-
mental philosophy (Cova et al., 2021). Across these dis-
ciplines, and especially in psychology, large-scale replica-
tions indicate that the probability of scientists failing to 
replicate published findings is substantial. 
Replications can fail for many reasons. Some reasons for 

replication failure have to do with the original study, while 
others have to do with how the replication was conducted. 
One potential reason is that the original result is fragile in 
some way. It could be a statistically unlikely result that was 
achieved through chance or -hacking, or it could be sensi-
tive to the exact conditions and time it was run under (“hid-
den moderators”). Another possibility is that the original 
reported effect size is inflated due to some combination of 
heterogeneity, -hacking, low power, and publication bias. 
If effect sizes are inflated, replication studies that select a 
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sample size with appropriate statistical power for the re-
ported effect size will have too small a sample to reliably 
detect the (true) smaller effect. Replication studies might 
also end up underpowered due to unexpected attrition or 
noise in the replication sample. 
Other reasons for replication failure are primarily due 

to the design of the replication study. A replication could 
observe different results from the original due to method-
ological differences. These differences include intentional 
adaptations, unavoidable changes from lack of access to the 
original instructions or materials, or changes that the repli-
cators did not expect to be critical. A difference in the de-
tails of recruitment, such as changing from recruiting par-
ticipants in person to online, might mean that particular 
details of a study implementation are no longer appropri-
ate, or the data quality controls are inadequate. If there are 
differences in time, place, or subject population between 
the two studies, researchers may need to change the ma-
terials, instructions, or procedure to adapt the experimen-
tal paradigm to the new context. Such adaptation creates 
more challenges in interpretation: too many changes could 
cause differing results, but so could too few changes. In 
sum, when replications fail, we generally do not know why 
they failed, although we may speculate. 
For the goals of large-scale replication projects, it does 

not matter why any particular study failed to replicate, be-
cause the aim is to estimate the proportion of effects that 
replicate in a literature. In contrast, when individual scien-
tists attempt to replicate an effect with the goal of build-
ing on it, they care why an individual replication failed. In 
an uncertain literature, scientists might not want to com-
mit resources to studying extensions of an effect without 
first checking that they can measure that effect themselves. 
For those individual scientists, it is much more important 
to know whether the replication failure is due to a fixable 
issue with their replication attempt or an intrinsic feature 
of the original result. 
While it is possible to speculate after the fact about po-

tential causes of a single replication failure, in most cir-
cumstances these causes are hard to discern (absent clear 
evidence of errors). Re-replication can serve as a way to 
test explanations for replication failure. Re-replications can 
make modifications to the first replication and give another 
chance for researchers to measure an effect of interest. But 
what are the chances that a re-replication succeeds? 
Relatively few studies have estimated re-replication suc-

cess. One estimate comes from Ebersole et al. (2020). After 
the original RP:P study reported of a replication rate 
around 40% (Open Science Collaboration, 2015), Gilbert et 
al. (2016) raised concerns that methodological differences 
might explain the low replication rate. In 11 of the RP:P 
studies, the original authors had raised concerns about pro-
tocol fidelity prior to data collection. Of these 11 with con-
cerns, 10 failed to obtain significant results in the RP:P 
replication. Thus, Ebersole et al. (2020) re-replicated 10 of 
these 11 in larger samples, using both the RP:P protocol 
and a new protocol revised under advice of the original 
authors or other experts. This study thus tested whether 
larger sample sizes and/or “better” methodologies would 

“rescue” the failed RP:P replications. The result was that 2 
of the 10 revised protocols found a significant result (but 
not the 1/11 that originally was successful). Even when a 
significant effect was recovered, the effect size was much 
diminished (Ebersole et al., 2016). The re-replication suc-
cess rate was thus 2/9 (22%) for studies with non-signif-
icant first replications under favorable, high-resource cir-
cumstances. 
While Ebersole et al. (2020) looked at re-replication suc-

cess rate in a high-resource setting with access to large, 
multi-site samples and expert input, most early-career sci-
entists do not have comparable resources to devote to re-
replication attempts. On the other hand, early-career re-
searchers may also be prone to a different distribution of 
causes of initial replication failure. Thus, it is an open ques-
tion what the re-replication rate is for failed replications by 
early-career researchers. Further, estimating this rate could 
inform researchers’ decisions on what to do next when a 
replication fails. 
Here, we investigate re-replication in the context of 

graduate student replication class projects. Students in a 
graduate-level class on experimental methods in psychol-
ogy were given the option to “rescue” an experiment that 
a student in a prior year had previously failed to replicate 
as their class project (first replications reported in Boyce et 
al., 2023). The focus of the class was best practices in exper-
imental design; thus, students looked at both the original 
paper and the failed replication to examine potential issues 
in the replication that they could fix in their rescue project. 
In the present paper, we report the results of 17 rescue pro-
jects. We find that a minority of projects (5/17, 29%) suc-
cessfully recovered the original effect. 

Methods  

PSYCH 251 is a graduate-level experimental methods 
class taught by MCF. In previous years, students conducted 
replication projects (Boyce et al., 2023; Hawkins et al., 
2018). In Fall 2023, students were offered the option to 
complete a “rescue” project where they re-replicated one 
of the unsuccessful replications from a previous year. Stu-
dents could also opt to do a normal replication instead. If 
they opted for a rescue, they were given the option to par-
ticipate in a collaborative meta-science project and earn 
authorship on the current paper based on 1) completing a 
rescue project, 2) reviewing another student’s rescue pro-
ject for reproducibility, and 3) reviewing and approving the 
final manuscript. We report on the result of the 17 rescue 
projects by students who completed data collection and 
opted to be a part of the paper. 
A spreadsheet of projects, individual project write-ups 

(both first replications and rescues), individual project data 
and analyses for rescue projects, and the analytic code for 
this paper are all available at https://osf.io/cyk5w. 
Our analysis plan was pre-registered after students had 

selected projects, but before final data collection on the 
projects. Each project was also individually pre-registered 
by the student conducting it. The overall analysis is pre-
registered at https://osf.io/5qz7v, individual pre-registra-
tions are linked from https://osf.io/r2d6q. We note one de-
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viation from our pre-registration here: we pre-registered 
visual comparisons between original, first replication, and 
rescue projects using prediction intervals. Prediction inter-
vals depend on both the original effect size and variance 
and the variance of the comparison (replication or rescue) 
study (Patil et al., 2016). Thus we cannot show a single pre-
diction interval for the original study, but would have to 
show a prediction interval between each pair of studies. We 
thought this analysis would not offer additional clarity and 
hence we did not perform it. 

Sample  

The experiments that were re-replicated were chosen 
from studies that failed to replicate in Boyce et al. (2023). 
We created an initial list of 49 rescue-eligible studies that 
1) had received a subjective replication success score of 0, 
.25, or .5 (on a 0–1 scale) in Boyce et al. (2023), 2) had a 
Github repository available (Github repositories were used 
in class starting in academic year 2015-2016), and 3) where 
the original experiment had 200 or fewer participants (to 
ensure we could afford to match or increase the sample size 
based on the class budget). We then contacted the replica-
tion project authors for permission to share their report and 
repository with a new student and include it as a supple-
ment on a resulting paper. This left 27 options for the stu-
dents to choose from. 20 students chose to do rescue pro-
jects, and 3 students did not finish their project or did not 
indicate interest in being part of this paper, leaving a final 
sample of 17 rescue projects. 

Procedure  

Students conducted their rescue projects over the course 
of the 10-week class. Once they had chosen a project we 
gave them access to the original replicators’ write-up and 
repository, which often included the data, experiment code, 
and analytic code. In many cases, students were also given 
the contact information of the original replicator (a few 
original replicators opted not to be contacted by students). 
Students were required to think of reasons why the first 

replication might not have worked, and address them if 
they could. A list of possible reasons and solutions was 
given to students (https://osf.io/dfwk2). In general, we en-
couraged students to add manipulation checks as appropri-
ate and to adapt their materials to online studies, which 
may benefit from attention checks and/or shorter duration. 
For instance, the rescue of Paxton et al. (2012) switched 
from using the Cognitive Reflection Test (CRT) which many 
online participants are over-familiar with to using the 
newer CRT-2, which is used less but attempts to measure 
the same construct (Thomson & Oppenheimer, 2016). The 
rescue of Jara-Ettinger et al. (2022) discovered that the 
replication had accidentally used an illustrated version of 
the stimuli rather than the photographic stimuli used in 
the original and used the photographic stimuli instead. 
Tarampi et al. (2016) had participants do a timed naviga-
tion task where they wrote L or R to indicate which way 
to turn at each intersection on a paper map. The replica-
tion ported this experiment online and had participants use 

a dropdown menu to select left or right for each turn. The 
rescue removed the unwieldy dropdown menus and opted 
to have participants press keys on the keyboard to indicate 
the direction of a turn, which seemed like a more natural 
interface. Once experimental designs and analytic plans 
were approved by class TAs (VB and BP), students pre-reg-
istered and ran their samples. 
With one exception, samples were collected on Prolific 

(the rescue of Yeshurun & Levy, 2003 ran in person on the 
Stanford student subject pool). We tried to power studies 
adequately (with a target sample size of 2.5x the original 
study following Simonsohn, 2015), but due to cost con-
straints, not all studies were powered at this level. The res-
cues had on average 1.48 times the original sample post-
exclusion (median: 1.07, IQR: 0.94 - 2.4, minimum: 0.48, 
maximum: 2.96, see Table 3 for all sample sizes). Across the 
16 Prolific studies, we spent $5471, for an average of $342 
per project. 

Coding of results    

We followed Boyce et al. (2023) in the properties of the 
studies we measured and how we quantified replication 
success. Each project was rated on the basis of subjective 
replication success (on a 0–1 scale) by both MCF and one of 
VB and BP. We thought about replication in terms of gen-
eral match in key study results (direction, magnitude, and 
significance), rather than focusing on any singular numeric 
result or significance cut-off. Interrater reliability was 0.9; 
disagreements were minor (at no point greater than .25) 
and were resolved through discussion. 
As a complement to the subjective rating of overall suc-

cess, we statistically compared one key measure of interest 
for each study, following Boyce et al. (2023). In order to sta-
tistically compare the key measures, we needed effect sizes 
reported in the same way for each original study, first repli-
cation, and rescue. When effects were not reported in con-
sistent ways across original and replications, we recalcu-
lated effects from raw data to obtain comparable values. 
We measured statistical consistency using -original, the 

-value on the null hypothesis that one study’s population 
effect comes from the same distribution of population ef-
fects as another study or studies (Mathur & VanderWeele, 
2020). If we assume no heterogeneity between studies, then 
this is the same as asking how consistent one study’s esti-
mate of the population-level effect is with another study’s 
estimate of the population-level effect. However, meta-
analyses of closely related studies, such as those from dif-
ferent sites of multi-site replications, indicate that there is 
often heterogeneity between studies. -original allows for 
such heterogeneity, as governed by a parameter . We can-
not accurately estimate the level of heterogeneity for an ef-
fect meta-analytically as we have only a small number of 
replications per study. Instead, we imputed a heterogene-
ity value of  SMD, which is the average level of het-
erogeneity found by Olsson-Collentine et al. (2020) in prior 
multi-site replications in psychology. 
We recorded the same set of potential correlates that 

were used in Boyce et al. (2023) for original, first replica-
tion, and rescue (these were already rated for original and 
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first replication). These potential correlates included the 
subfield of the study (cognitive, social, or other psychol-
ogy), its publication year, experimental design features in-
cluding whether it used a within- or between-subject de-
sign, whether each condition was instantiated with one 
vignette or multiple, how many items each participant saw, 
and whether there were open materials and open data. 
For the original study and each replication, we recorded 

the number of participants after exclusions. For studies 
where extra conditions were dropped in some replications, 
we counted only the participants in the key conditions all 
replications had for comparability. For instance, if an origi-
nal study compared between two critical conditions but also 
had a baseline control, we did not count the participants in 
the baseline condition if a replication did not include this 
condition. We also recorded whether each study was con-
ducted using an online crowdsourcing platform or not. 

Results  

We first discuss the overall rate of replication in the res-
cue projects, then we look at the relative effect sizes of the 
rescues and correlates of rescue success. In the last subsec-
tion we describe several interesting case studies. 

Overall replication rate    

Our primary question of interest was how many of the 17 
rescue projects succeeded at replicating the results in the 
original study. Across the 17 rescue projects, 5 mostly or 
fully replicated the original results according to the subjec-
tive replication ratings. 12 got a rating of 0, 2 got a rating of 
.75, and 3 got a rating of 1. Thus, a first pass answer to the 
question “how often can a failed replication be salvaged?” 
is 29% (bootstrapped 95% CI: 12% - 53%) of the time. 
In the original replication sample from Boyce et al. 

(2023), 76 out of 176 replications (43%) mostly or fully 
replicated (i.e. received a subjective replication score of .75 
or 1). Note that Boyce et al. (2023) report the average repli-
cation score as a percent success (49%), but given that we 
considered studies with a subjective score of .5 as eligible 
to be rescued, we recomputed the success rate where scores 
of 0, .25, and .5 are considered failures and .75 and 1 suc-
cesses. If the re-replication rate in our sample is represen-
tative of the re-replication rate for the initially non-repli-
cating studies, then the combined chance of mostly or fully 
replicating in a first replication or one follow-up replication 
is 60%. 

Effect size comparison    

As a complement to subjective replication ratings, we 
also statistically compared the effect sizes of the rescue, 
first replication, and original study on one preregistered 
key measure per study (again following Boyce et al., 2023). 
Though we did not conduct a systematic review of the lit-
erature to identify all possible replications, we also con-
sidered the effect sizes obtained in additional replications 
when we were aware of them (either from other class pro-
jects, or external replications in the literature). 

We standardized all effect sizes into standardized mean 
difference (SMD) units. One potential issue with compar-
isons using SMD is that noisier measures will have smaller 
standardized effect sizes even if the effect on the original 
scale is the same. In general, the replication and rescue ef-
fect sizes were smaller than the original effect sizes, and in 
a few cases the effects were in the opposite direction (Fig-
ure 1). 
Scientists’ intuitions about whether a replication is suc-

cessful and whether an effect provides support for a hy-
pothesis (including heuristic cutoffs like p<.05) do not al-
ways align with measures of statistical consistency (Patil et 
al., 2016). For instance, two studies may both find that con-
dition 1 results in a significantly higher outcome measure 
than condition 2, but the effect magnitudes may be suffi-
ciently different that they are statistically unlikely to have 
come from the same population. On the other hand, one 
study may find a statistically significant, but imprecisely 
estimated, effect in a small sample, and a second study may 
find a near-zero (null) effect. The effect estimates from the 
two studies might be statistically compatible, despite one 
supporting a hypothesized difference and the other not. 
As our primary comparison, we compare the effect size 

of the original study to the meta-analytic effect of the to-
tality of the replications (first replication, rescue, and ad-
ditional if found). The value of -original represents how 
likely an effect size equal to or more extreme than the orig-
inal effect size is to occur if it comes from a distribution of 
population effect sizes defined by the mean and standard 
error of the replications (combined meta-analytically) with 
a between-population standard deviation of  (im-
puted from Olsson-Collentine et al., 2020). That is, -orig-
inal measures the statistical consistency of the original re-
sult with the totality of the replications, assuming a given 
level of heterogeneity of effects between studies. Smaller 
-original values indicate more inconsistency. 
The median value of -original between an original 

study and its replications was 0.15 [IQR: 0.05 - 0.29]. 24% of 
the -original values were less than .05, indicating by con-
ventional thresholds a rejection of the null hypothesis that 
the original comes from the same distribution of popula-
tion effects as the replications. Individual -original values 
for each study are shown in Table 1. 
As secondary measures, we calculated the -original val-

ues between a) the original and the first replication and res-
cue (i.e. excluding additional replications), b) the original 
and the rescue, c) the original and non-rescue replications, 
and d) the rescue and other replications. For a) the origi-
nal versus the first replication and the rescue, the median 
value of -original was 0.1 [IQR: 0.01 - 0.27], and 35% of 
the -original values were less than .05. For b) the original 
versus the rescue, the median value of -original was 0.06 
[IQR: 0.01 - 0.52], and 47% of the -original values were 
less than .05. For c) the original versus all the non-rescue 
replications, the median value of -original was 0.14 [IQR: 
0 - 0.38], and 35% of the -original values were less than 
.05. For d) the rescue versus the other replications, the me-
dian value of -original was 0.31 [IQR: 0.14 - 0.78], and 24% 
of the -original values were less than .05. 
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Figure 1. Standardized effect sizes of original studies, first replications, rescues, and additional replications if              
available. Due to the large effect size of some studies, studies with large effects are shown in a separate panel. In                      
a few cases, the first replication’s key effect was in the same direction as the original with a 95% CI that did not                        
contain 0. However, in these cases the larger pattern of results was not consistent between original and first                   
replication.  

Table 1. -original values between different sets of experiments. The primary analysis is between the original               
result and the meta-analytic aggregation of all replications. All          -original values assume an imputed      
heterogeneity value of    =.21.  

p-original comparing between 

Original and Rescue and 

Paper All reps 1st Rep and Rescue Rescue Non-rescue Other reps 

Birch & Bloom, 2007 0.192 0.189 0.194 0.191 0.989 

Child et al., 2018 0.669 0.669 0.641 0.858 0.778 

Chou et al., 2016 0.055 0.055 0.101 0.005 0.231 

Craig & Richeson, 2014 0.145 0.145 0.001 0.302 0.020 

Gong et al., 2019 0.262 0.262 0.057 0.511 0.228 

Haimovitz & Dweck, 2016 0.068 0.018 0.018 0.180 0.867 

Hopkins et al., 2016 0.290 0.290 0.654 0.004 0.015 

Jara-Ettinger et al., 2022 0.009 0.009 0.000 0.004 0.000 

Krauss & Wang, 2003 0.271 0.271 0.519 0.139 0.311 

Ngo et al., 2019 0.106 0.000 0.000 0.385 0.257 

Paxton et al., 2012 0.011 0.011 0.005 0.023 0.649 

Payne et al., 2008 0.023 0.071 0.031 0.079 0.895 

Porter et al., 2016 0.370 0.370 0.905 0.002 0.003 

Schechtman et al., 2010 0.712 0.712 0.654 0.770 0.877 

Tarampi et al., 2016 0.000 0.000 0.000 0.000 0.145 

Todd et al., 2016 0.062 0.100 0.124 0.058 0.778 

Yeshurun & Levy, 2003 0.614 0.007 0.017 0.943 0.474 
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Table 2. Correlations between individual predictors     
and the subjective replication score of the rescue         
project. The first set of predictors were pre-registered         
based on the correlates used in Boyce et al.          (2023).  
Original authors at Stanford refers to whether the any          
of the study’s authors were affiliated with Stanford at          
the time of the first replication, as this may mean the            
first replication was not independent. For details about         
how the predictors were coded, see the Methods         
section of Boyce et al.      (2023). The last three predictors      
were added post-hoc.    

Predictors r p 

Social 0.133 0.612 

Other psych -0.295 0.250 

Within subjects 0.210 0.418 

Single vignette -0.030 0.910 

Switch to online 0.175 0.501 

Open data 0.231 0.373 

Open materials 0.471 0.057 

Original authors at Stanford -0.233 0.369 

Log number of trials 0.005 0.985 

Log original sample size 0.027 0.919 

Log rescue/original sample size 0.024 0.927 

Log replication sample size -0.261 0.311 

Log replication/original sample size -0.493 0.045 

Log rescue/replication sample size 0.493 0.044 

Overall, allowing for a heterogeneity level of =.21 SMD, 
a number of original effects are not statistically consistent 
with rescue and replication effects. The pattern of inconsis-
tency does not align with which studies were rated as hav-
ing replicated. In all cases, the point estimate of the re-
replication is smaller than, or in the opposite direction of, 
the original effect on the key measure of interest. 

Correlates of rescue success     

Are there signals in the features of original or replication 
studies that predict whether a re-replication will succeed? 
To address this question, we report correlations between 
the set of predictor variables used in Boyce et al. (2023) 
and the subjective replication scores of the rescues. We also 
added some (non-preregistered) predictors related to the 
sample size of the first replication, after seeing the success-
ful re-replications of Ngo et al. (2019) and Krauss & Wang 
(2003), both of which had small replication samples and 
larger rescue samples. 
All of the correlations are presented in Table 2. The 

number of rescues is small, and many of these predictors 
are correlated, so we caution against over-interpretation. 
The strongest correlates of rescue success were open ma-

terials, a small sample size in the first replication, a small 
sample size in the first replication relative to the original 
sample size, and a large rescue sample size relative to the 
first replication. None of the pre-registered correlates meet 

the conventional significance threshold; the two correlates 
based on ratios that reflect a relatively smaller replication 
sample size are marginally significant. 
Small replication samples relative to original and rescue 

could be due to both a) powering a replication according 
to a reported large effect size or b) difficulties with re-
cruitment or high exclusion rates leading to a sample size 
smaller than intended. Since relative sizes of the studies 
may play a role in replication success and how probative 
replications are, we show the sample sizes in Table 3. 
An additional factor that influences the interpretation of 

a replication is how close the replication’s methods were to 
the original. In the rescue projects, we aimed to have meth-
ods be as close as was feasible or appropriate. However, res-
cue projects varied in how close the re-replications actually 
were, often due to limitations in the availability of original 
stimuli and original instructions, in addition to the use of 
primarily online subject pools. Table 3 shows the closeness 
of each first replication and rescue according to the classi-
fication scheme from LeBel et al. (2018). 
Overall, we do not have a clear picture of why certain 

studies replicated in the rescue sample and others did not, 
other than a few cases where fixing sample size issues may 
have helped. 

Case studies   

Given the mix of successful and unsuccessful rescue pro-
jects, we discuss in depth a few projects where we have 
speculations about why they turned out the way they did. 
Brief descriptions of the projects not covered in this section 
can be found in the Appendix. 
The rescue of Krauss & Wang (2003) was successful de-

spite an unsuccessful replication. This study looked at the 
influence of guided thinking on whether people gave cor-
rect justifications (drawn or written) for their answer on 
the Monty Hall problem. The original paper reported cor-
rect justifications from 2/67 (3%) participants in the control 
condition and 13/34 (38%) in the guided thinking condition. 
The first replication struggled to recruit participants who 
were naive to the problem (an exclusion criterion), and 
many participants gave very short text responses in the 
provided text box (only textual responses were allowed). 
The replication found 0/8 correct justifications in the con-
trol and 0/11 in the guided thinking condition. While we 
cannot know for sure what caused the non-replication, 
there were clear problems observable from the small final 
sample and low-quality responses. The rescue targeted 
these issues by adding a pre-screening that ensured par-
ticipants were not familiar with the Monty Hall problem, 
changed the content items for the problem and changed 
its name (to reduce googling for answers), and had par-
ticipants upload drawings for their justifications. We be-
lieve these changes collectively brought the rescue closer 
to the intent of the original. The rescue had 1/40 (2%) cor-
rect justifications in the control condition and 6/35 (17%) in 
the guided thinking condition. This effect was significant, 
though smaller than the effect in the original. 
Ngo et al. (2019) was a second successful rescue. The 

original study found a large effect; hence the first replica-
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Table 3. Comparison of sample size for original, replication, and rescue samples and measures of closeness for                
replication and rescue samples.     

Paper Score N closeness 

Original Replication Rescue Replication Rescue 

Krauss & Wang, 2003 1.00 101 19 75 close very close 

Ngo et al., 2019 1.00 31 12 77 very close very close 

Todd et al., 2016 1.00 63 26 55 very close very close 

Jara-Ettinger et al., 2022 0.75 144 142 426 exact exact 

Porter et al., 2016 0.75 145 168 136 close close 

Birch & Bloom, 2007 0.00 103 73 247 very close very close 

Child et al., 2018 0.00 35 40 98 very close very close 

Chou et al., 2016 0.00 100 158 252 very close very close 

Craig & Richeson, 2014 0.00 121 76 127 exact exact 

Gong et al., 2019 0.00 155 90 137 far far 

Haimovitz & Dweck, 2016 0.00 132 97 141 exact exact 

Hopkins et al., 2016 0.00 147 93 161 very close very close 

Paxton et al., 2012 0.00 92 82 160 close close 

Payne et al., 2008 0.00 48 23 23 far very close 

Schechtman et al., 2010 0.00 22 20 21 close close 

Tarampi et al., 2016 0.00 139 212 166 close very close 

Yeshurun & Levy, 2003 0.00 18 10 18 close very close 

tion, powering for 80% power on the reported effect, re-
cruited a small sample of 12 people. This small study failed 
to find the original effect. The rescue, powered using 2.5x 
the original sample (as recommended by Simonsohn, 2015), 
recovered a clear effect (albeit a much smaller one). An ad-
ditional replication from the literature, Ngo & Newcombe 
(2021) successfully replicated Ngo et al. (2019). There are 
reasons to think that some effect sizes in the literature may 
be inflated (Camerer et al., 2018; Open Science Collabo-
ration, 2015), and it is also possible that changes to ex-
periments or moving data collection online could result in 
noisier samples and thus smaller effect sizes. Therefore, 
replications with smaller samples than the original (even if 
powered to the original effect size), may not be very diag-
nostic, and could potentially benefit from a re-replication. 
Not all rescues of small replications succeeded, however. 

Payne et al. (2008) was a study of the effects of sleep on 
memory consolidation. They showed participants a number 
of images and then hours later (after either sleep or no 
sleep) measured their recall for parts of the images. The 
first replication struggled to recruit participants to com-
plete a followup session after sleep and reported a sample 
size of only 23 (the original had 48). The rescue attempted 
to recruit a larger sample (target 88), but experienced diffi-
culties getting participants to complete the second part of 
the experiment 12 hours after the first, also managing to 
recruit only 23 people. The lesson here may be that sleep 
research is difficult to conduct online. However, an on-
line replication by Denis et al. (2022) reports qualitatively 
similar (but quantitatively smaller) results to Payne et al. 
(2008) on related but not identical measures. Denis et al. 

(2022), which has an overlapping author team to Payne et 
al. (2008), is included here as an additional replication. 
Child et al. (2018) studied reading times for passages of 

text with different emotional valences written from either 
a third-person or second-person perspective. They found 
a significant interaction between perspective and valence: 
participants read positively-valenced passages faster than 
negatively-valenced passages, but only when they were 
written from a second-person perspective. The first repli-
cation used a similar sample size to the original study (40) 
and found an effect that trended in the same direction, 
but was substantially smaller. The rescuer identified several 
possible reasons for this failure, foremost among them that 
the replication was conducted online while the original was 
conducted in person. It is reasonable to expect online stud-
ies of reading time to be noisier than in-person studies be-
cause the environments participants completed the study 
in vary much more online. The rescue attempt was still on-
line, but used a much larger sample size to account for nois-
ier data. Still, the rescue found a non-significant effect that 
trended in the opposite direction from the original and first 
replication. Even though the first replication trended in the 
same direction and there was an identifiable reason for the 
smaller effect size, increasing sample size did not rescue 
the effect. 

Discussion  

Faced with a failed replication, should investigators de-
vote more time to continued replications? There are limited 
data that inform this decision. To address this gap, we pre-
sented the results of 17 new replications that attempted 
to “rescue” previous failed replications by identifying and 
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ameliorating possible causes of non-replication. 5 of these 
rescue projects (29%) mostly or fully replicated the original 
results. 
In some cases, increasing sample size and fixing internal 

validity issues in the replication seems to have led to a 
successful rescue (although we cannot establish causality 
even in these cases). However, there were other cases where 
the first replications had issues with a small sample or de-
viations in the implementation, and the rescue addressed 
these issues but still failed to replicate the original results. 
We cannot predict what replication failures are likely to re-
solve given another, more thoughtful try, beyond the sug-
gestion to review studies for best practices in experimental 
design and sampling (e.g., Frank et al., 2024). 
The rescues all showed smaller effect sizes than their 

original studies, regardless of whether the pattern of effects 
replicated. A large minority of replications had effect sizes 
that were statistically inconsistent with the original effect, 
even accounting for expected levels of heterogeneity be-
tween studies. 
In cases where re-replications failed, we do not believe 

any conclusions are licensed about the status of the original 
results. 

Limitations  

The reported rescue projects are a small sample of repli-
cations, leading to highly uncertain estimates. Addition-
ally, they were chosen non-randomly, as they were doubly 
selected for based on student interest—once for the original 
replication and again for the rescue. However, this selection 
bias is likely to correlate with how graduate students and 
other early-career researchers choose what topics to work 
on and what studies to build on. Nevertheless, our estimate 
is still broadly consistent with that of ManyLabs 5 (29% vs. 
22%, Ebersole et al., 2020). 
One potentially salient limitation of our work here is 

that the rescue projects (and the first replications) were 
primarily conducted by first-year PhD students; hence the 
generality of our conclusions to other investigators is un-
known. We believe, however, that this is more of an appar-
ent than an actual limitation. Students were enrolled in a 
highly competitive graduate program where it is expected 
that PhD students author peer-reviewed papers. Several of 
the rescuers had already published first-authored peer re-
viewed articles. Thus, while we refer to the rescuers as stu-
dents, they are investigators doing experiments that be-
come part of the literature. 
Students conducting rescue projects put substantial ef-

fort into trying to set up rescues that had a good chance 
of success, but projects were constrained by budget limita-
tions, a short timeline, and the constraint that most data 
collection needed to occur online. Additionally, while most 
students had done research before and were learning best 
practices for experiments, they were not experts in the par-
ticular paradigms they were implementing. These limita-
tions are representative of the sort of knowledge and re-
source limitations often faced by early-career researchers. 
That said, it is possible that different results might be ob-
tained in better-resourced settings, by scientists with more 

expertise, more time, or more privileged knowledge about 
how the original experiments were conducted. 
Due to the limited number of replications that are con-

ducted and systematically reported, and the even smaller 
number of re-replications reported, there is substantial un-
certainty in how much replicability varies across features of 
the original experiment and replications. 

Conclusion  

Overall, the diminished and inconsistent effects we 
found in the rescues suggest that even if a re-replication 
“works”, it may be difficult to build upon as follow-up stud-
ies will need large samples to detect small effects. 
We have focused here on a narrow type of replication and 

rescue: that done by an early-career researcher with the 
goal of establishing whether they can build on a result. We 
acknowledge that this type of replication exists as part of a 
wider ecosystem of replications that have different proper-
ties and are done for different reasons. 
In many cases, researchers may have strong prior beliefs 

about where a replication will succeed, and these priors 
may influence a researcher’s interpretation of a failed repli-
cation, and thus their calculations about where a re-repli-
cation will succeed or is worth attempting. For instance, a 
researcher who has high credence in the main result is more 
likely to attribute failure to specific details in the replica-
tion, and thus may want to do a rescue where those de-
tails are adjusted. On the other hand, a researcher who is 
dubious of the methods, results, or statistical approaches 
in an experiment, or who has previously failed to extend 
the experimental result, may be quicker to interpret a non-
replication as a more definitive negative result. What a re-
searcher chooses to do may also depend on the perceived 
strength of the replication, what size effects they think are 
relevant, and how important they think the target effect is. 
Thus, in some cases, when to re-replicate may be a question 
of prior beliefs and perceived utility rather than just likeli-
hood of a re-replication succeeding. 
We opened with a question about what an early-career 

psychology researcher should do given a failed replication: 
should they try again or give up and move on? In our sam-
ple, the odds of a re-replication working are low (consistent 
with Ebersole et al., 2020). Especially if there is not a clear, 
identifiable candidate cause for replication failure, it may 
be more efficient to select another result to build on. 
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Appendix  

Write-ups of individual rescue and replication projects 
can be found in the repository at https://osf.io/cyk5w/. 
Birch & Bloom (2007) is about a false belief task compar-

ing ignorance and plausible knowledge conditions. The first 
replication and an additional class replication both found 
results in the same direction as the original result, but 
much smaller. The rescue used a much larger sample size 
than both the original and the first replication and added an 
additional check to make sure the probabilities participants 
reported add up to 100%. The rescue result was in the same 
direction as the original and prior replications, but did not 
find a significant effect. 
Chou et al. (2016) studied whether a sense of control af-

fects how much one feels physical pain. Participants were 
asked to recall experiences where they had either a low 
or high amount of control and then to report their level 
of physical pain. The first replication closely followed the 
methods of the original, but added a manipulation check 
borrowed from a different experiment in Chou et al. (). The 
manipulation check was successful, but there were no sig-
nificant difference in pain level between the two groups. 
The rescue added pre-survey questions about pain levels to 
confirm that participants in the two groups had the same 
baseline understanding of pain. The rescue also did not find 
a significant difference in pain level between groups. 
Craig & Richeson (2014) had White Americans read an 

article about shifting racial demographics in the US, either 
with or without a framing that assuaged the potential 
threat, and found that reading the un-assuaged version led 
to the endorsement of more conservative positions. The 
first replication did not find a significant difference be-
tween conditions, and the rescuer speculated that this was 
due to a smaller sample size and a skew toward liberal po-
litical beliefs in the participant pool. The rescue recruited 
the same number of participants as the original study and 
dropped one of the conditions to increase power. Despite 
the increased power, the rescue did not replicate the origi-
nal paper’s finding. 
Gong et al. (2019) looked at the interplay between age 

and willingness to donate in older adults in Hong Kong 
and found a three-way interaction between age, type of 
donation, and relationship to recipient. The first replica-
tion sampled US adults and did not find a significant inter-
action. The rescuer thought that cultural differences may 
have played a role and specifically sampled adults who re-
ported their ethnicity as East Asian. The rescue did not re-
cover the interaction. 
Haimovitz & Dweck (2016) manipulated parents’ mind-

sets with “failure-is-enhancing” or “failure-is-debilitating” 
primes and looked at their reactions to a hypothetical situa-
tion in which a child received a failing grade. The first repli-
cation found a point estimate in the opposite direction to 
the original effect, but an additional class replication found 
a directionally consistent effect. The rescue added manipu-
lation checks which were not present in the original study 
or either replications. The manipulation checks passed, but 
the rescue study did not recover the target effect. 

Hopkins et al. (2016) examined whether people prefer 
reductive explanations, which explain a result in one sci-
ence with a more “fundamental” science, to horizontal ex-
planations, which explain a result in one science in terms 
of the same science. While the original study found a pref-
erence for reductive explanations, the first replication did 
not. The replication’s effective sample size was smaller 
than the original because a large proportion of participants 
failed the attention check. The rescue increased made the 
attention check slightly easier and recruited a larger sample 
to account for failures, but still did not replicate the origi-
nal effect. 
Jara-Ettinger et al. (2022) looked at shape bias in US 

adults across 3 shape exemplars and found a preference to 
extend nouns on the basis of shape rather than color or 
material. The replication found an above-chance preference 
for shape, but with very high item-level variability. The res-
cuer found that the first replication used stylized versions 
of the original stimuli taken from a different part of the pa-
per. The rescue used the same images of stimuli as the orig-
inal, but still found strong item-level effects and relative 
preferences for color and material. 
Paxton et al. (2012) found that participants who com-

pleted the Cognitive Reflection Test (CRT) before the moral 
judgement task gave more utilitarian answers than those 
who did the moral judgment task before the CRT. The repli-
cation rewrote some of the CRT questions, adding a sub-
condition where some of the questions featured characters 
with specific names. The first replication failed to find an 
effect. The rescuer removed the sub-condition and used 
questions from the CRT-2, out of concern that Prolific par-
ticipants would be familiar with the original CRT questions. 
The rescue also failed to find the effect. 
Porter et al. (2016) looked at how linguistic intergroup 

bias influences judgments of shared group membership. 
The first replication found an effect directionally incon-
sistent with the original result. The rescuer obtained the 
direct wordings of the questions from the authors of the 
original paper, and noticed that they were substantially dif-
ferent from questions in the first replication. The rescue 
used the same wordings as the original paper and replicated 
the effect, although the manipulation check failed. 
Schechtman et al. (2010) looked at how widely people 

generalize tones that previously have been paired with 
losses or gains, and found that the loss-paired tones were 
generalized more. The first replication found a statistically 
significant effect in the opposite direction of the original 
study. It also found that people took much longer to learn 
which tones were associated with gains vs. losses compared 
to the original. The rescuer made several changes, includ-
ing asking questions about the sound quality of the par-
ticipant’s computer. The original study was conducted in 
person while the replication and rescue were online, so 
differences in speaker and headphone quality might have 
played a role in the different result. The rescue found an ef-
fect in the same direction as the 1st replication (contrary to 
the original study). 
As discussed in methods, Tarampi et al. (2016) had par-

ticipants do a timed navigation task and found an interac-
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tion between participant gender and the framing of the task 
(social or spatial) on performance. The result from the first 
replication was both statistically insignificant and direc-
tionally inconsistent. The original study was conducted in 
person, while the replication was conducted online, which 
might have contributed to the inconsistency. The rescue 
was also conducted online, but the rescuer made a series of 
user interface changes, a comprehension check, and exclu-
sion criteria to ensure that participants understood the in-
structions, found the task convenient to interact with, and 
were engaged throughout the experiment. Still, the rescue 
did not recover the interaction. 
Todd et al. (2016) looked at participants speed at classi-

fying toys and guns as a function of whether they had just 
need a White or Black boy’s face. Todd et al. (2016) found 
an interaction where Black faces primed faster “gun” re-
sponses and White faces faster “toy” responses. When we 
reached out to the original authors, they offered to run a 

parallel rescue on their student subject pool, which we have 
here as an additional replication. The first replication did 
not find the interaction, but both the better-powered res-
cue and the original authors’ replication did. 
Yeshurun & Levy (2003) looked at the relationship be-

tween spatial attention and temporal resolution. They mea-
sured the threshold where two flashes of light are perceived 
as one flash versus two as a function of whether the loca-
tion of the flashes was pre-cued or not. Yeshurun & Levy 
(2003) found that cueing led to less temporal resolution. 
This was independently replicated by Chica & Christie 
(2009), but was not replicated by either the student replica-
tion or the rescue. Both the replication and rescue used in-
person participants because the study relies on precise tim-
ing and details of the screen which are difficult to control 
online. The first replication had a smaller sample size than 
the original, while the rescue matched the original study’s 
sample size. 
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